
observed in the zero-field cooling process. We conclude that the
present phase undergoes superconducting transition at about 5 K,
because only superconductivity can account for such a large
diamagnetism. With increasing H to 1 kOe, the onset temperature
of superconductivity (onset Tc) did not change noticeably. With
further increase of H up to 70 kOe, downturn of the susceptibility
was still observed near 5 K, but the superconducting transition
became quite broad and susceptibility was not negative even at 2 K.
The M (magnetization)–H curve at 2 K, which is not shown here,
indicated that the present material is a superconductor of the
second kind with a lower critical field of around 100 Oe. The
normal-state susceptibility depended on temperature, and
decreased with increasing external magnetic field. Na0.5CoO2

shows Curie–Weiss-like magnetic behaviour rather than Pauli
paramagnetic behaviour5. This suggests that the aforementioned
normal-state magnetism reflects the intrinsic nature of the CoO2

layer, although there is a possibility that the present sample con-
tained a trace amount of magnetic impurity.

The electric resistivity (r) of NaxCoO2·yH2O is shown in Fig. 4.
For the present system, it was impossible to prepare a tightly
sintered ceramic specimen for the resistivity measurement. Instead,
we measured a specimen obtained by room-temperature com-
pression, and zero resistivity was not attained down to 2 K owing
to this limitation. Nevertheless, a sharp decrease of resistivity was
observed at around 4 K, supporting the superconducting transition.
The onset temperature of 4 K is slightly lower than the value
determined by the magnetic measurement, and this difference
may be due to the variation of water content in the sample. The
H2O content was dependent on the humidity in the atmosphere,
and superconductivity was greatly suppressed in a low H2O-content
sample. The superconducting transition became broad with an
increasing magnetic field, as shown in Fig. 4, and no decline of
resistivity was observed above 50 kOe. This presumably reflects the
weak link nature of the specimen. It is, however, worth noting that
the onset T c does not appear to depend significantly on the
magnetic field. For instance, onset T c at 10 kOe was very close to
that under zero field.

There is a marked resemblance between the present cobalt oxide
and high-T c copper oxides. In the high-T c copper oxides, super-
conductivity occurs in the CuO2 square lattice. The Cu2þ (S ¼ 1/2)
moments are antiferromagnetically ordered in the CuO2 plane.
With a low level of carrier (hole or electron) doping, the antiferro-

magnetism is suppressed drastically, and the system becomes
metallic, followed by the appearance of superconductivity. By
analogy, the present material may be understood to be an elec-
tron-doped system for a low-spin Co4þ (S ¼ 1/2) lattice with an
electron density (x in NaxCoO2·yH2O) of around 0.35 per Co atom.
As shown in Figs 3 and 4, the increasing external magnetic field
broadened the superconducting transition but did not markedly
lower the onset T c. Similar behaviour is always observed in high-T c

copper oxides.
The strong 2D character of the layered copper oxides is believed

to be important in superconductivity. In the same way, the large
separation of the CoO2 layers by the introduction of H2O molecules
seems to be essential for inducing superconductivity in the present
material (superconductivity is greatly suppressed by the removal of
water, accompanied by a shrinkage of the c axis). The main
difference between the two systems is that Co ions form a triangular
lattice with magnetically frustrated geometry in contrast to the
square lattice of the CuO2 plane. Further studies are needed to
elucidate the mechanism of superconductivity. A
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formule NaxCoO2 (x # 1). Le system cobalt-oxygène-sodium. J. Solid State Chem. 6, 532–537 (1973).

3. Balsys, R. J. & Davis, R. L. Refinement of the structure of Na0.74CoO2 using neutron powder

diffraction. Solid State Ionics 93, 279–282 (1996).

4. Izumi, F. & Ikeda, T. A Rietveld-analysis program RIETAN-98 and its applications to zeolites. Mater.

Sci. Forum 321–324, 198–203 (2000).

5. Tanaka, T., Nakamura, S. & Iida, S. Observation of distinct metallic conductivity in NaCo2O4. Jpn

J. Appl. Phys. 33, L581–L582 (1994).

Acknowledgements We thank Y. Yajima, S. Takenouchi and H. Komori of our institute for IR,

ICP-AES and EDX analysis.

Competing interests statement The authors declare that they have no competing financial

interests.

Correspondence and requests for materials should be addressed to K.T.

(e-mail: takada.kazunori@nims.go.jp).

..............................................................

Dynamical coupling of wind
and ocean waves through
wave-induced air flow
T. S. Hristov*, S. D. Miller† & C. A. Friehe†‡

* Department of Earth and Planetary Sciences, Johns Hopkins University,
Baltimore, Maryland 21218, USA
† Department of Earth System Science, ‡ Department of Mechanical and
Aerospace Engineering, University of California, Irvine, California 92697, USA
.............................................................................................................................................................................

Understanding the physical mechanisms behind the generation
of ocean waves by wind has been a longstanding challenge1,2.
Previous studies3–6 have assumed that ocean waves induce fluc-
tuations in velocity and pressure of the overlying air that are
synchronized with the waves, and numerical models have sup-
ported this assumption7. In a complex feedback, these fluctua-
tions provide the energy for wave generation. The spatial and
temporal structure of the wave-induced airflow therefore holds
the key to the physics of wind–wave coupling, but detailed
observations have proved difficult. Here we present an analysis
of wind velocities and ocean surface elevations observed over the
open ocean. We use a linear filter8 to identify the wave-induced
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Figure 4 Resistivity (r) of NaxCoO2·yH2O under zero magnetic field. The inset figure

shows the resistivity measured under various magnetic fields. The electric resistivity was

measured on a compressed powder sample by a standard four-probe method using a

physical property measurement system (PP700C1, Quantum Design).
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air flow from the measurements and find that its structure is in
agreement with ‘critical-layer’ theory3. Considering that the
wave-induced momentum flux is then controlled by the wave
spectrum and that it varies considerably in vertical direction, a
simple parametrization of the total air–sea momentum flux is
unlikely to exist..

Over the ocean, turbulent pressure fluctuations in the air initiate
small ripples on the water surface9 that further grow and develop
into wind-driven waves through a poorly understood mechanism.
Once present, the surface waves profoundly affect the exchange of
momentum and kinetic energy at the air–sea interface. Although
experiments have detected strong variability of the interfacial fluxes
with sea state, both a clear phenomenological description of the
fluxes and insight into the mechanism of exchange have remained
elusive10–12. Incomplete understanding of the air–sea interaction
reduces the predictive power of climate models as well as of weather
and wave forecasts.

The concept of resonant wind–wave interaction assumes that the
waves induce velocity ṽ and pressure p̃ fluctuations in the wind, that
in a broad sense are synchronized with the waves. Considering
collinear wind and waves, the wind velocity v is a sum of turbulent
fluctuations v

0 ; ðu 0 ;v 0 ;w 0
Þ and wave effects ~v ; ð~u;0; ~wÞ; both

superimposed on a long-term mean horizontal velocity U¼
ðU ;0;0Þ so that v ¼Uþ v

0
þ ~v: The same decomposition applies

to the pressure: p¼ Pþ p 0 þ ~p: When the perturbed pressure p̃ is
lower on the lee side and higher on the windward side of the wave,
the perturbation delivers energy from the air flow to the waves at a

rate ~E¼ k~p0 _hl (p̃0 is the pressure and ḣ is the velocity at the
interface). The spatio-temporal structure of the wave-induced
flow uniquely describes the mechanism of coupling, determines
the air pressure distribution on the interface13, and therefore the
wave growth rate. Agreement between theoretically derived and
experimentally observed flow structures would present a conclusive
validation for the theory predicting the flow structure. In contrast,
because the interfacial pressure distribution does not uniquely
determine the overlying flow structure, agreement between
measured and predicted wave growth rates only is insufficient to
confirm experimentally a wind–wave interaction model14.

The critical-layer theory3 builds on the concept of resonant wind–
wave interaction. There, the turbulent atmospheric flow is considered
to be of constant stress tðzÞ; 2rku 0w 0 l¼ ru2

* ¼ Const:; so the
mean-wind vertical profile is logarithmic15 UðzÞ ¼ ðu* /kÞ logðz=z0Þ:
(Here, r is the air density, u* is the friction velocity, z 0 is the ocean
surface roughness scale, k is the von Karman constant, and z is the
distance from the unperturbed air–water interface.) The surface
waves are generated as growing perturbations of the mean flow
U(z), while no wave-turbulence interaction is assumed to occur
(quasi-laminar approximation). Because of the large Reynolds
number of the wind over the ocean, viscosity is neglected. Within
these assumptions the perturbation stream function w(z) satisfies
the Rayleigh equation3,16:

w
00

2 k2w 2 U
00
ðU 2 cÞ21w¼ 0 ð1Þ

Here c ¼ (g/k)1/2 is the phase speed of the wave mode h¼ A eikðx2ctÞ;
k is its wavenumber and g is the acceleration of gravity. The
parameter controlling the solution of equation (1), and therefore
the wind–wave interaction, is the ratio c/u*. For equation (1) the
height zc , where UðzcÞ ¼ c; known as the critical height, is a point of
regular singularity. Velocity and pressure fields, obtained from
solving equation (1), result in these wind-to-wave fluxes of energy

  

Figure 1 Numerical solutions for the Rayleigh equation (1). a, b, Amplitude Aũ (a) and

phase Fũ (b) of the horizontal wave-induced velocity fluctuations ũ(z/zc ). c, d, Amplitude

Aw̃ (c) and phase Fw̃ (d) of the vertical wave-induced velocity fluctuations w̃(z/zc). Each

curve corresponds to a value of the parameter c/u* , as indicated in the symbol key.

The flow streamlines (e) have been reconstructed from the solution w for c/u* ¼ 5:75.

The solid line represents the air–water interface and the dashed line is the critical height.

The whole eddy structure is propagating to the right following the wave. k is wavenumber.

Figure 2 Floating Instrument Platform FLIP moored during the experiment. Four ultrasonic

anemometers measured the wind velocity at different heights above the ocean surface

and 12 cup anemometers and vanes registered the horizontal wind speed and direction.

The sea surface elevation was measured beneath the mast.
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~E¼2ðp/2Þðu* /kÞ
2rkcjhj

2
jwðzcÞj

2
U
00
ðzcÞ/U

0
ðzcÞ; and momentum

t~ ; 2rk ~u ~wl¼ E~/c: The dependence of Ẽ and t̃ on quantities at
the critical height zc indicates that wind–wave energy and momen-
tum exchanges are formally occurring in a thin layer about zc ,
known as the critical layer3,16. Away from the critical height the
singular term U 00

w/ðU 2 cÞ vanishes and the solutions are decaying
exponents scaled by the wavelength w/ e2kz: Thus short (slow)
wave signatures in the wind will be significant only close to the
surface, while only fluctuations induced by the long (fast) waves will
propagate further up.

The complex-valued solution wðz; c/u* Þ of equation (1) carries
information about the wave-induced along-wind ~u¼2ðu* /kÞ�
ðdw=dzÞh and vertical ~w¼ ikðu* /kÞwh velocity. Their normalized
amplitudes A ~u ¼ j~u/hj; Aw̃ ¼ jw̃/hj and phases F ~u ¼ argð~u/hÞ; F ~w ¼
argð ~w/hÞ appear in Fig. 1. The solution predicts distinct features for
the wave-induced flow at zc: the phase Fw̃(z) is constant on both
sides of zc and discontinuous at zc (Fig. 1d) and the amplitude Aw̃(z)
has a minimum near that point (Fig. 1c). The behaviour of ũ
includes a pair of abrupt changes in amplitude (Fig. 1a) and phase
(Fig. 1b) at and above zc. We will seek to recognize these distinct

features of the wave-induced flow in our field experiment data. The
spatial configuration of the wave-induced flow (Fig. 1e), recon-
structed from the solutions of equation (1) (Fig. 1a–d), shows two
eddy structures brought into contact at the critical height and the
streamlines continuous through the air–water interface. A Fourier
superposition of flows like the one in Fig. 1e forms the actual wave-
induced flow over the sea.

Here we analyse data collected continuously over five days in May
1995 over the open ocean 50 km off Monterey, California, at water
depth of 1,500 m from the stable research platform FLIP (Fig. 2).
From a mast we measured the turbulent wind velocity with four
ultrasonic anemometers (accuracy 3% of the instantaneous vel-
ocity) at fixed heights of 3.5, 8.7, 13.8 and 18.1 m above the mean
ocean level, as well as the surface elevation h (accuracy, 1 cm)
directly beneath the mast. The signals were sampled at 50 Hz. The
slight motion of the platform was recorded and later removed from
the measured wind velocities. During the experiment the conditions
ranged from calm, with wind velocity at 10 m height U10 ¼ 2 m s21;
to stormy, with U10 ¼ 14 m s21: Waves aligned with the wind
developed in response to the increasing wind speed and maximum
wave height reached 3 m. During the experiment, both u* and the
wave spectrum varied, providing a range of the controlling par-
ameter c/u*.

The wave-induced flow ṽ in the wind has long been difficult to
detect because turbulence v 0 dominates and blurs any wave signa-
ture there17,18. A robust and optimal method to separate v

0
and ṽ has

been proposed8. The linearity of the Rayleigh equation (1) leads to
the wave-induced velocity ṽ being related to the wave elevation h by
a linear transform, that is, ṽ is coherent with h. Therefore, a filter
separating ṽ from v

0
must also ensure that property of ṽ. As an

estimate for ṽ, we choose the orthogonal projection of the wind
signal v onto the Hilbert space of all the wave-coherent signals. Such
an estimate is optimal in the least-squares sense8.

Measurements of wind velocity were conducted at fixed heights
and over a time period (90 minutes, in this case), they produce a
single value of u* , while the spectrum of waves provides a range of
values for c. Therefore, comparison with our experiment requires
consideration of the behaviour of ~uðz; c/u* Þ and ~wðz; c/u* Þ at fixed
z and u* and variable c. Introducing Sab as the cross-spectral
density of the time-series a(t) and b(t) and the transfer functions
T ~uðcÞ ¼ Sh~u/Shh and T ~wðcÞ ¼ Sh ~w/Shh; we estimate the normalized
amplitudes ðA ~u ¼ jT ~uj and A ~w ¼ jT ~wjÞ and phases ðF ~u ¼
arg T ~u and F ~w ¼ arg T ~wÞ of the measured ũ and w̃.

Figure 3 Theoretical and experimental transfer functions for the wave-coherent velocities

T ~uðcÞ ¼ A~ueiF ~u and T ~wðcÞ ¼ A ~weiF ~w and a surface elevation power spectrum.

a, b, Amplitude Aũ (a) and phase shift F ũ (b) for the along-wind wave-induced velocity

fluctuations ũ. c, d, Amplitude Aw̃ (c) and phase shift F w̃ (d) for the vertical wave-induced

velocity fluctuations w̃; (e), Surface wave power spectrum Shh versus the wave phase

speed c. The amplitudes in a and c are normalized by the surface wave amplitude at that

phase speed; the phases in b and d are referenced to the phase of the waves. The solid

lines are numerical results from equation (1); the squares are experimental estimates from

time series of wind velocity (z i ¼ 8.7 m) and wave elevation collected over 90 minutes.

The vertical line marks the mean wind speed measured over the same time period, that is,

it shows the wave mode for which the instrument is at the mode’s critical height.

Figure 4 The measured phase of the vertical wave-induced velocity fluctuations Fw̃ in

degrees throughout a five-day period. The phase is referenced to the phase of the waves.

The solid black line shows the mean wind speed U(zi ) versus time, and also marks the

wave mode c ¼ U(zi ), for which the instrument is at the mode’s critical height. For modes

faster than the mean wind the instrument is below their critical heights and for modes

slower than the wind the instrument is above their critical heights. The line of the mean

wind speed marks the persistent abrupt change in phase, as predicted by the solutions of

the Rayleigh equation (1), and in agreement with Figs 1d and 3d. Data are from the

anemometer at zi ¼ 3.5 m.
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Figure 3 shows numerical results and the experimental estimates
for the amplitude and phase of the horizontal and vertical wave-
coherent wind velocities versus c at fixed z and u* . For the numerical
~wðz; c/u* Þ at constant z and u* the abrupt change of its phase is
clearly recognizable (Fig. 3d), occurring at c¼UðziÞ; z i being the
vertical position of the instrument. Indeed, for the wave mode
c ¼ U(z i) the instrument is at the mode’s critical height; for all the
slower modes c , U(z i) the instrument is above their critical
heights (z i . z c), and for all faster modes c . U(z i) the instrument
is below their critical heights (z i , z c). The numerical and the
experimental results seem to agree closely and the distinct wave-
induced flow features, such as the abrupt change of the phase and
the minimum of the amplitude about c¼UðziÞ; are clearly captured
by the experimental data. Nonlinear interaction between wave
modes transfers most of the wave energy to the long (fast) waves
and leaves little energy in the short (slow) modes, as illustrated by
the wave spectrum Shh(c) in Fig. 3e. Also, as the wave-induced field’s
vertical decay is scaled by the wavelength, at a given height z i the
shorter the wave the stronger the attenuation of the velocity induced
by the wave. In combination, these two circumstances result in a low
signal-to-noise ratio for the short-wave signature in the wind and
greater uncertainty for the estimated amplitude and phase of the
velocity induced by these short (slow) waves. Therefore, numerics
and experiment show closer agreement for long (fast) waves and
greater divergence for short (slow) waves (Fig. 3a–d).

Throughout the experiment the wave-induced flow maintains
the critical layer pattern. That pattern is clearly observed in the
phase of the vertical wave-induced velocity fluctuations (Fig. 4),
which exhibits a distinct and persistent change along the mean wind
line c¼UðziÞ: For fast (c . U(z i)) waves the phase remains close to
908, while for waves slower than the mean wind (c , U(z i)) it
rapidly decreases, as predicted by the numerical results in Figs 1d
and 3d.

Thus we identified the wave-induced flow from field measure-
ments and showed that its configuration is closely consistent with
the predictions of the critical-layer theory3 for the range 16 ,

c/u* , 40: Such a result confirms that for the resolved wave scales
the critical-layer mechanism of wind–wave coupling is clearly active
over the open ocean. Models of climate as well as weather and wave
forecasting19 rely on current knowledge about air–sea fluxes as
boundary conditions on the ocean–atmosphere interface. Data
from measurements have been used in extensive efforts to para-
meterize the air–sea momentum flux by expressing the ocean
surface drag coefficient CD ¼ u2

*=U2 through a single variable.
There, the experimental points have systematically failed to collapse
onto a particular curve10–12 and the observed scatter has not been
reduced by accumulating more statistics and by improving the
quality of measurements. The evidence presented here in support of
the critical layer mechanism3 indicates (i) that the total wave-
induced momentum flux t~ ; 2rk ~u ~wl¼ ~E=c is controlled by the
wave spectrum and not by a single representative parameter and (ii)
that t̃ has a considerable vertical variability. These two circum-
stances are probably major contributors to the observed scatter of
drag coefficient estimates. A
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The boundary between the Earth’s metallic core and its silicate
mantle is characterized by strong lateral heterogeneity and sharp
changes in density, seismic wave velocities, electrical conduc-
tivity and chemical composition1–7. To investigate the compo-
sition and properties of the lowermost mantle, an understanding
of the chemical reactions that take place between liquid iron and
the complex Mg-Fe-Si-Al-oxides of the Earth’s lower mantle is
first required8–15. Here we present a study of the interaction
between iron and silica (SiO2) in electrically and laser-heated
diamond anvil cells. In a multianvil apparatus at pressures up to
140 GPa and temperatures over 3,800 K we simulate conditions
down to the core–mantle boundary. At high temperature and
pressures below 40 GPa, iron and silica react to form iron oxide
and an iron–silicon alloy, with up to 5 wt% silicon. At pressures
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